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Artificial Intelligence Landscape 
Data Center Edge End Point

Servers & appliances Servers, appliances & gateways

Streaming, latency and power 
bound systems in regional DC 

and on premise 

IOT Sensors (Security, SDC 
home, retail, industrial…)

Automotive

Autonomous Driving
Transportation as a Service

Desktop & Mobile

Display, video, AR/VR, rendering

Dynamic, hybrid 
general purpose 

and analytics 
systems

Vision & Speech

Deep Learning Scientist Data scientist Software Developer
Values: Innovating 
models using the best 
tools and open 
sourced code

Uses optimized frameworks such as Caffe 
TensorFlow, Theano, MxNet

Values: Productivity & 
SW performance; right 
tools for platform; easy 
deployment and scale

Values: Interactive tools 
for fast prototyping; rich 
set of connectors to 
different data sources

Uses programming tools: R, Matlab, Python, 
(NumPy, SciPy, scikit-learn), Keras

Uses big data tools such as SPARK, Hadoop, and 
BigDL Framework

Dedicated DL 
systems 
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Engineering

Data Ingest

Defect
detection

Deep learning deployed

Data Ingestion
Inference

Tagged Datasets

Service Layer

Media Server

Data Ingestion
Data Ingestion
Data Ingestion

Inference
Inference
Inference

Tagged Datasets

Service Layer
Service Layer

Media Server
Media Server

Multi-Purpose 
Cluster

4 nodes
One ingestion 
per day, one-
day retention

Media 
Storage
Media Store
Media Store
Media Store

Media Store
Media Store
Media Store

Training

Model Store
Model Store
Model Store
Model Store
Label Store
Label Store
Label Store
Label Store

110 Nodes
8 TB/day per 
camera
10 cameras
3x replication
1-year video 
retention
4 mgmt nodes

4 nodes
20M frames
per day

2 nodes
Infrequent op

3 nodes
Simult users

3 nodes
10k clips 
stored

16 nodes <10 hours TTT

4 nodes
1-year of 
history

4 nodes
Labels for 
20M frames/day

Data 
Storage

Per Node
1x         2S 61xx

20x         4TB SSD

Training

Training

x10

Source: Intel customer engagement

Solution 
Layer

Service 
Layer

Per Node
1x          2S 61xx

20x          4TB SSD

Per Node
1x          2S 81xx

5x          4TB SSD

Per Node
1x          2S 81xx

1x          4TB SSD
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Analytics & AI convergence

Data Sources
Operational 

System Machine Data External Data Audio/Video/ 
documents

Log Data

Batch, Near real time, Real time

Data 
Management 
and Data Lake

Classical Analytics:  Human led

….

Machine Learning and Deep Learning: Machine led

Predictive Analytics Cloud Applications Reporting

Clustering Graph Linear algebra

Solutions

CNNAnalytics 
Applications

RNN LSTM

….

….….

+

More structured Less Structured & Streaming

Transform Data
Source-cleanse-normalize + DL data on 

existing and 
new nodes 

Image ClassificationNatural Language Processing

+
deep neural 

nets on existing 
or new nodes

Optional neural 
network 
processor
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HPC & AI convergence
Data analytics workflows becoming increasingly complex, with HPC-like 
modeling phases applied to large data sets

HPC increasingly leveraging Data Analytics to glean added insight into scientific 
and engineering data sets.

Pre-processing Transformation Analysis Modeling Decision Making

Decompression,
Filtering, Normalization

Aggregation,
Dimension Reduction

Summary Statistics
Clustering, etc.

Machine Learning (Training)
Parameter Estimation
Simulation

Forecasting
Decision Trees, etc.
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Variety of data formats and structures Standard data (FP/INT) and structures

Workstation/Server Client EdgeData Source Edge

Validation

Hypothesis testing
Model errors 

Datacenter Server



6

HPC and Deep Learning

Learn more: https://arxiv.org/abs/1708.05256
Deep Learning at 15PF: Supervised and Semi-Supervised Classification for Scientific Data
Image courtesy of the National Energy Research Scientific Computing Center

HPC and Deep Learning
Complex Global Climate Model generates 400km 
view of atmospheric rivers and  severe weather 
patterns 

Deep Learning across 9600 nodes of the Cori 
supercomputer  generates 25km view – and new 
insight

Learn more: https://arxiv.org/abs/1801.10277
Cataloging the Visible Universe through Bayesian Inference at Petascale
Image courtesy of the National Energy Research Scientific Computing Center

Statistical Machine Learning 
Create a catalog of every object in the visible 
universe from the Sloan Digital Sky Survey (SDSS)

Problem: What is a star? A galaxy? What overlaps?

Machine Learning: “Celeste” project uses Bayesian 
inference on pixel intensities to infer the object

Result: Created catalog in <15 minutes using a 55 
terabyte data set on the NERSC Cori supercomputer

CELESTE Global Climate
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Ideal SURFsara: MareNostrum4/Barcelona

Multi-Node Intel® Optimized Caffe ResNet-50 Scaling Efficiency
on 2S Intel® Xeon® Platinum 8160 Processor Cluster MareNostrum4/BSC*

*MareNostrum4 (Barcelona Supercomputing Center): https://www.bsc.es/marenostrum

Scaling Efficiency on MareNostrum4 2S Intel® Xeon® 8160 Processor Cluster

Nodes

Sp
ee

du
p

HIGHER IS BETTER

90% 
Efficiency

Configuration Details on Slide: MareNostrum4/BSC* Configuration Details:
Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software, operations and 
functions. Any change to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with 
other products. For more complete information visit: http://www.intel.com/performance. Copyright © 2017, Intel Corporation
Optimization Notice: Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations include 
SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. 
Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel microprocessors. 
Please refer to the applicable product User and Reference Guides for more information regarding the specific instruction sets covered by this notice

§ ResNet-50 with ImageNet-1K on 256 
Nodes on MareNostrum4/BSC*
− 90% scaling efficiency 
− Top-1/Top-5 > 74%/92%
− Batch size of 32 per node
− Global BS=8192
− Time-To-Train: 70 minutes (50 Epochs)
− Throughput: 15170 Images/sec

(On 512 Nodes: Time-to-train: 40 min 
@ 72% scaling efficiency)

Source SURFsara blog: https://blog.surf.nl/en/imagenet-1k-training-on-intel-xeon-phi-in-less-than-40-minutes/

http://www.intel.com/performance
https://blog.surf.nl/en/imagenet-1k-training-on-intel-xeon-phi-in-less-than-40-minutes/



